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Kerusakan sistem yang terjadi pada Server Pusat Jurnal UIN Ar-Raniry menyebabkan
gangguan layanan selama lebih dari tiga bulan dan berdampak signifikan terhadap kegiatan
akademik. Untuk mengatasi permasalahan tersebut, penelitian ini mengimplementasikan
strategi Disaster Recovery berbasis cloud menggunakan layanan Amazon Web Services
(AWS). Penelitian ini bertujuan untuk mengurangi waktu pemulihan sistem dan
meminimalkan kehilangan data melalui penerapan AWS Elastic Disaster Recovery (AWS
DRS). Pendekatan yang digunakan mencakup replikasi real-time dari server utama ke
Cloud serta otomatisasi pemulihan melalui Amazon Lambda, Amazon EventBridge, dan
CloudWatch. Validasi dilakukan melalui pengujian Failover, Monitoring metrik CPU dan
RAM, serta pengecekan integritas data dan konfigurasi sistem. Hasil pengujian
menunjukkan bahwa nilai Recovery Time Objective (RTO) dan Recovery Point Objective
(RPO) dapat ditekan secara signifikan dengan konfigurasi yang diterapkan. Selain efisiensi
waktu, sistem ini juga meningkatkan keandalan layanan serta memungkinkan pemulihan
tanpa ketergantungan pada perangkat keras fisik. Dengan demikian, pemanfaatan AWS
sebagai solusi Disaster Recovery terbukti efektif dan layak diterapkan di lingkungan

institusi pendidikan tinggi untuk mendukung ketahanan digital.

Kata Kunci: Disaster Recovery, AWS Elastic Disaster Recovery, Cloud Computing, RTO,
RPO, Monitoring Otomatis.
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The system failure experienced by the UIN Ar-Raniry Journal Center Server caused service
disruptions for over three months and significantly impacted academic operations. To
address this issue, this research implements a Cloud-based Disaster Recovery strategy
using Amazon Web Services (AWS). The objective is to reduce system recovery time and
minimize data loss by applying AWS Elastic Disaster Recovery (AWS DRS). The approach
includes real-time replication of the primary server to the Cloud and automated recovery
processes via Amazon Lambda, EventBridge, and CloudWatch. Validation was carried out
through Failover testing, Monitoring of CPU and RAM metrics, and verification of data
integrity and system configuration. The testing results indicate that both Recovery Time
Objective (RTO) and Recovery Point Objective (RPO) values were significantly reduced
with the applied configuration. Beyond improving recovery speed, the system enhances
service reliability and allows restoration without dependency on physical hardware.
Therefore, leveraging AWS for Disaster Recovery is proven to be an effective and practical

solution for enhancing digital resilience in higher education institutions.

Keywords: Disaster Recovery, AWS DRS, Cloud Computing, RTO, RPO, Automation,
Monitoring.
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BAB1
PENDAHULUAN

1.1 Latar Belakang

Di era digital saat ini, teknologi informasi memainkan peran vital sebagai
fondasi utama operasional organisasi. Hampir seluruh aktivitas administrasi,
komunikasi, dan layanan publik berbasis digital, sehingga gangguan pada sistem
informasi dapat berdampak luas terhadap produktivitas dan reputasi lembaga
(Ashshofa Walmarwah et al., 2024). Ancaman terhadap sistem informasi dapat
berasal dari berbagai sumber, mulai dari kesalahan teknis, kerusakan perangkat
keras, hingga serangan siber dan bencana alam. Oleh karena itu, kebutuhan akan
strategi pemulihan sistem yang cepat dan andal menjadi sangat penting. Dalam hal
ini, pendekatan Disater Recovery (DR) berbasis c/oud menjadi semakin relevan dan
strategis (Ibrahim, 2024). Cloud-based DR memungkinkan organisasi untuk
mengalihkan beban kerja ke lingkungan cadangan yang aman dan terotomatisasi
dalam waktu singkat. Keunggulan seperti skalabilitas, fleksibilitas biaya, dan
kemudahan integrasi menjadikan cloud sebagai pilihan utama dalam perencanaan
pemulihan bencana (Zgureanu, 2023). Salah satu penyedia layanan cloud yang
paling banyak digunakan adalah Amazon Web Services (AWS), yang
menghadirkan berbagai solusi untuk mendukung ketahanan digital organisasi.
Salah satunya adalah AWS Elastic Disater Recovery (AWS DRS), sebuah layanan
yang dirancang khusus untuk meminimalkan Recovery Time Objective (RTO) dan

Recovery Point Objective (RPO) secara efisien (Kim et al., 2024).

RTO dan RPO merupakan dua indikator utama dalam keberhasilan strategi DR.
RTO menggambarkan batas waktu maksimal yang dibutuhkan agar layanan
kembali berjalan setelah gangguan, sedangkan RPO menunjukkan titik data terakhir
yang dapat dipulihkan tanpa kehilangan informasi penting (Kang, 2021).
Menurunkan nilai RTO dan RPO berarti mempercepat waktu pemulihan dan
meminimalkan kehilangan data. Kendati banyak institusi telah mulai mengadopsi
teknologi DR berbasis cloud, studi-studi sebelumnya mencatat bahwa masih

terdapat kesenjangan dalam implementasinya. Tantangan umum yang dihadapi



meliputi kurangnya SDM yang kompeten, keterbatasan pemahaman terhadap
skenario pemulihan, serta tidak tersedianya kebijakan institusional yang

mendukung proses ini (Samira et al., 2024).

Institusi pendidikan, seperti universitas, menghadapi tantangan unik dalam hal
anggaran, infrastruktur, dan kesiapan sumber daya. Salah satu kasus nyata adalah
insiden kerusakan sistem yang menimpa server Pusat Jurnal UIN Ar-Raniry, yang
menyebabkan gangguan operasional selama lebih dari tiga bulan. Peristiwa ini
menunjukkan pentingnya kesiapan sistem dalam menghadapi insiden tak terduga.
Sistem informasi jurnal merupakan komponen krusial dalam mendukung kegiatan
akademik, publikasi ilmiah, dan penilaian kinerja dosen. Insiden yang terjadi di
server Pusat Jurnal UIN Ar-Raniry tidak hanya disebabkan oleh kegagalan
perangkat keras akibat bencana kebakaran, tetapi juga mencerminkan belum adanya
sistem Disaster Recovery yang matang dan terdokumentasi dengan baik. Beberapa
kendala teknis turut memperburuk kondisi, seperti aplikasi yang masih bersifat
monolitik, penggunaan berbagai jenis basis data, serta absennya sistem

pencadangan otomatis atau pemulihan cepat jika terjadi gangguan.

Sebelum insiden terjadi, sistem pencadangan yang diterapkan pada server pusat
jurnal UIN Ar-Raniry dilakukan secara otomatis dengan mengandalkan perintah
cron job pada sistem operasi Linux. Proses ini dijalankan secara berkala setiap 12
jam sekali, salah satunya pada pukul 12 malam, untuk mencadangkan sebagian data
yang berada di server secara lokal. Meskipun telah dijadwalkan, mekanisme
pencadangan ini belum terintegrasi dengan pusat data sekunder maupun layanan
penyimpanan berbasis cloud, sehingga tetap menyisakan risiko kehilangan data jika
terjadi kerusakan fisik pada perangkat utama. Selain itu, tidak adanya proses
verifikasi dan uji pemulihan berkala membuat keandalan hasil backup sulit
dipastikan saat dibutuhkan. Akses ke server masih menggunakan metode
tradisional seperti FTP dan VPN internal, dengan infrastruktur yang berjalan pada
sistem operasi Linux serta menggunakan Nginx sebagai web server. Upaya
pemulihan dari insiden sebelumnya sangat bergantung pada perawatan manual
terhadap hard disk yang rusak, yang memakan waktu lama dan berisiko tinggi

kehilangan data permanen. Dokumentasi teknis yang tersedia pun hanya mencakup



sistem berskala besar, sementara sistem kecil belum terdokumentasi secara
menyeluruh. Keterbatasan sumber daya, kurangnya pengalaman dalam pengelolaan
infrastruktur, serta tidak tersedianya anggaran untuk pengembangan sistem berbasis
cloud memperkuat urgensi diterapkannya solusi Disaster Recovery yang

terintegrasi, efisien, dan berkelanjutan.

Ketika sistem ini tidak tersedia, proses akademik dapat terganggu secara
signifikan, termasuk dalam pengelolaan naskah, publikasi berkala, dan akses
terbuka oleh masyarakat akademik (Rakhmadi Rahman et al., 2024). Melalui
layanan AWS DRS, institusi seperti Pusat Jurnal UIN Ar-Raniry dapat
mengimplementasikan sistem pemulihan otomatis dengan biaya yang dapat
disesuaikan, dan tanpa memerlukan pengadaan perangkat keras tambahan. Proses
replikasi real-time dari server utama ke cloud memungkinkan pemulihan data
secara cepat dan efisien (Ashshofa Walmarwah et al., 2024). Selain itu, fitur
Monitoring seperti Amazon CloudWatch dan automasi tindakan melalui Amazon
Lambda dan Amazon EventBridge dapat memperkuat sistem peringatan dini dan
respons otomatis terhadap insiden. Dengan demikian, proses mitigasi bencana tidak
lagi bergantung sepenuhnya pada intervensi manual (Kim et al., 2024). Namun
teknologi saja tidak cukup. Keberhasilan sistem DR sangat dipengaruhi oleh
kesiapan sumber daya manusia. Pelatihan berkala, simulasi pemulihan, dan
dokumentasi prosedur yang jelas merupakan bagian tak terpisahkan dari

manajemen risiko yang komprehensif (Fitriawati et al., 2022).

AWS DRS dirancang untuk memberikan fleksibilitas tinggi dalam konfigurasi
serta skalabilitas, memungkinkan organisasi menyesuaikan kapasitas sesuai
kebutuhan tanpa memerlukan investasi awal yang besar (Amazon Web Services,
2024). Infrastruktur global AWS mendukung distribusi data dan aplikasi secara
aman dan andal, sehingga mampu mengurangi risiko kegagalan pada lokasi
tertentu. Fitur otomatisasi dalam proses pencadangan dan pemulihan data
mempercepat pelaksanaan strategi DR tanpa bergantung pada intervensi manual
yang kompleks. Selain itu, sistem keamanan berlapis yang diterapkan oleh AWS
menjaga integritas dan kerahasiaan data dari berbagai ancaman siber. AWS juga

menyediakan dokumentasi teknis yang komprehensif serta pelatihan intensif untuk



membantu pengguna memahami dan mengoptimalkan layanan DR yang tersedia.
Oleh karena itu, pemanfaatan AWS sebagai Platform DR menjadi solusi strategis
dalam mendukung transformasi digital yang aman, efisien, dan berkelanjutan di

berbagai institusi (Amazon Web Services, 2024).

Dalam kerangka tersebut, dibutuhkan pendekatan yang integratif, yang tidak
hanya menitikberatkan pada aspek teknologi, tetapi juga memperkuat tata kelola
kelembagaan serta membangun budaya kesiapsiagaan terhadap krisis. Perencanaan
yang matang, disertai dengan pelatihan berkala dan evaluasi sistematis, merupakan
fondasi penting dalam membangun ketahanan digital organisasi. Studi ini bertujuan
untuk mengevaluasi penerapan AWS DRS di lingkungan Pusat Jurnal UIN Ar-
Raniry sebagai studi kasus nyata dari implementasi strategi DR berbasis cloud di
institusi pendidikan tinggi. Evaluasi akan mencakup aspek teknis, efisiensi waktu
pemulihan, serta kesiapan sumber daya manusia dalam menghadapi insiden sistem.
Diharapkan, hasil dari studi ini dapat memberikan gambaran praktis serta
rekomendasi kebijakan bagi institusi lain yang ingin membangun sistem pemulihan
bencana digital yang andal dan berkelanjutan. Dengan demikian, pengembangan
strategi DR berbasis AWS bukan hanya menjawab kebutuhan teknis, tetapi juga
menjadi bagian integral dari transformasi kelembagaan menuju tata kelola digital
yang tangguh dan adaptif di tengah disrupsi teknologi yang terus berkembang
(Amazon Web Services, 2024).

1.2 Rumusan Masalah

Dari latar belakang tersebut, rumusan masalah dalam penelitian ini adalah

sebagai berikut:

1. Bagaimana efektivitas implementasi sistem DR dalam menurunkan
Recovery Time Objective dan Recovery Point Objective pada server web
Pusat Jurnal UIN Ar-Raniry?

2. Bagaimana cara menvalidasi Disater Recovery pada server on-premise
yang terhubung dengan instance Elastic Compute Cloud di AWS
melalui pengecekan sumber daya CPU, RAM, integritas data, dan

konsistensi konfigurasi sistem?



1.3 Tujuan Penelitian

Berdasarkan latar belakang tersebut, tujuan penelitian ini adalah:

1.

Mengukur efektivitas implementasi sistem Disater Recovery dalam
menurunkan nilai Recovery Time Objectivebdan Recovery Point
Objective pada server web Pusat Jurnal UIN Ar-Raniry.

Melakukan validasi sistem Disater Recovery pada server on-premise
yang terintegrasi dengan instance Elastic Compute Cloud di AWS
melalui pengecekan kondisi sumber daya seperti penggunaan CPU,

kapasitas RAM, integritas data, dan konsistensi konfigurasi sistem.

1.4 Batasan Penelitian

Batasan masalah dalam penelitian ini mencakup:

L.

Penelitian ini difokuskan pada implementasi sistem Disater Recovery
untuk server web Pusat Jurnal UIN Ar-Raniry yang menggunakan
domain jurnal.ar-raniry.ac.id.

Validasi yang dilakukan terbatas pada pengujian proses Disater
Recovery untuk memastikan sistem dapat dipulihkan dengan benar pada
server web utama (on-premise) yang terintegrasi dengan instance
Elastic Compute Cloud di AWS.

Penelitian ini hanya dilakukan pada lingkungan sistem server web on-
premise dan instance Elastic Compute Cloud di AWS milik Pusat Jurnal
UIN Ar-Raniry, tanpa mencakup layanan atau infrastruktur lain di luar
itu.

Sistem Disater Recovery yang dianalisis menggunakan layanan AWS
DRS tanpa melibatkan layanan cadangan lainnya seperti Amazon S3,
AWS Backup, atau Glacier.

Validasi sistem Disater Recovery dibatasi pada pengecekan kondisi
sumber daya utama pasca-failover, yaitu penggunaan CPU, kapasitas
RAM, integritas isi data, dan konsistensi konfigurasi sistem.
Pengukuran efektivitas sistem Disater Recovery dibatasi pada dua
parameter utama, yaitu Recovery Time Objective dan Recovery Point

Objective.



7. Pengujian ini dilakukan dalam bentuk simulasi high load user (beban
pengguna tinggi), tidak mencakup skenario bencana fisik seperti

kebakaran, gempa bumi, atau banjir.

1.5 Manfaat Penelitian

Manfaat dari penelitian ini dapat memberikan kontribusi kepada berbagai pihak,

antara lain:

1. Penulis memperoleh pemahaman mendalam tentang implementasi
Disater Recovery menggunakan cloud.

2. Instance dapat menggunakan panduan ini sebagai acuan untuk
mengevaluasi penggunaan cloud dalam proses Disater Recovery.

3. Universitas dapat menggunakannya sebagai referensi dalam

mengevaluasi penggunaan cloud dalam Disater Recovery.



